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Quiz 1

problem 2 should say:

Suppose we have 2n double rooms and 2n people to assign to them…

This is called the stable roommate problem

1

- end at 10 : 10

Here is the full text :



Closing out stable matching basics
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How do we know hosp-student always
has a stable matching

?

Proved that Gale-Shapley alg :

① terminates

② returns a stable matching



Overall goals for CSCI 332
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* Take real-world problems and precisely define computational problems 
* Design correct and efficient algorithms for these problems

* Last week, we saw a proof that Gale-Shapley returns a stable matching for any 
input.

* This week, we focus on defining what it means for algorithms to be efficient

=>

correctness

- ↓

big picture refine



A definition of efficiency?

An algorithm is efficient if, when implemented, it runs quickly on real input instances.
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A definition of efficiency?
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An alg . is efficient if it achieves

qualitatively betterserformanceI

than brute force search.



Brute force

Brute force.  For many nontrivial problems, there is a natural brute-force search 
algorithm that checks every possible solution.
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-usually 2"
or worse

- n
! for stable match



A brute force sorting algorithm

Input: an array A of integers
Output: a sorted version of A

For each ordering A’ of A:
    If A’ is sorted:
        Return A

What is the runtime of this algorithm?
1. 
2. 
3. 
4. 
5. 

n
n log n
n2

log n ⋅ 2n

n ⋅ n!
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n integers
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an



Desirable scaling property.  When the input size doubles, the algorithm should slow 
down by at most some multiplicative constant factor C.

Polynomial running time
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n time n time C

Test 1 50 4 sec 100 8 sec

Test 2 70 5 sec 140 14 sec

Test 3 90 7 sec 180 24 sec

n time n time C

Test 1 40 5 sec 80 20 sec

Test 2 10 0.3 sec 20 1.2 sec

Test 3 75 17.5 sec 150 70 sec

: Garib
Alg 1

2 N

=> => 2
=

3
->

= 2 3 . 5

Alg2
2

& - r W

- - -
Y

-

Y
-

-



Why it matters
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Polynomial running time

We say that an algorithm is efficient if it has a polynomial running time.
 
Theory.  Definition is insensitive to model of computation.
 
Practice.  It really works!
独The poly-time algorithms that people develop have both small constants and 

small exponents.
独Breaking through the exponential barrier of brute force typically exposes some 

crucial structure of the problem. 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Abstract

Chen,Grigni, andPapadimitriou (WADS’97 andSTOC’98)
have introduced a modified notion of planarity, where two
faces are considered adjacent if they share at least one point.
The corresponding abstract graphs are called map graphs.
Chen et.al. raised the question of whether map graphs can be
recognized in polynomial time. They showed that the decision
problem is in NP and presented a polynomial time algorithm
for the special case where we allow at most 4 faces to intersect
in any point — if only 3 are allowed to intersect in a point, we
get the usual planar graphs.

Chen et.al. conjectured that map graphs can be recognized
in polynomial time, and in this paper, their conjecture is settled
affirmatively.

1. Introduction

Recently Chen, Grigni, and Papadimitriou [4, 5] suggested
the study of a modified notion of planarity. The basic frame-
work is the same as that of planar graphs. We are given a set of
non-overlapping faces in the plane, each being a disc homeo-
morphism. By non-overlapping, we mean that two faces may
only intersect in their boundaries. The plane may or may not
be completely covered by the faces. A traditional planar graph
is obtained as follows. The vertices are the faces, and two
faces are neighbors if their intersection contains a non-trivial
curve. Chen et.al. [4, 5] suggested simplifying the definition,
by saying that two faces are neighbors if and only if they in-
tersect in at least one point. They called the resulting graphs
“planar map graphs”. Here we will just call themmap graphs.
Note that there are non-planar map graphs, for as illustrated
in Figure 1, map graphs can contain arbitrarily large cliques.
We shall refer to the first type of clique as a flower with the
petals intersecting in a center. The second is a hamantash
based on three distinct corner points. Each of the three pairs
of corner points is connected by a side of parallel faces. In

Most of this work was done while the author visited MIT.
Chen et.al. called flowers for pizzas, but “flower” seems more natural.

Figure 1. Large cliques in maps

addition, the hamantach may have at most two triangle faces
touching all three corners. In [5] there is a classification of
all the different types of large cliques in maps. Chen et.al. [5]
showed that recognizing map graphs is in NP, hence that the
recognition can be done in singly exponential time. However,
they conjectured that, in fact, map graphs can be recognized in
polynomial time. They supported their conjecture by showing
that if we allow at most 4 faces to meet in any single point, the
resultingmap graphs can be recognized in polynomial time. In
this paper, we settle the general conjecture, showing that given
a graph, we can decide in polynomial time if it is a map graph.
The algorithm can easily be modified to draw a corresponding
map if it exists.

Map coloring It should be noted that coloring of map graphs
dates back to Ore and Plummer in 1969 [8], that is, theywanted
to color the faces so that any two intersecting facesgot different
colors. For an account of colorful history, the reader is referred
to [7, 2.5]. In particular, the history provides an answer to a
problem of Chen et.al. [5]: if at most 4 facesmeet in any single
point, canwe color themapwith 6 colors? It is straightforward
to see that the resulting graphs are 1-planar, meaning that they
can be drawn in the plane such that each edge is crossed by at
most one other edge. Already in 1965, Ringel [9] conjectured
that all 1-planar graphs can be colored with 6 colors, and this
conjecture was settled in 1984 by Borodin [2], so the answer
to Chen et.al.’s problem is: yes.

Map metrics The shortest path metrics of map graphs are
commonly used in prizing systems, where you pay for cross-

Map graphs in polynomial time

Mikkel Thorup
Department of Computer Science, University of Copenhagen
Universitetsparken 1, DK-2100 Copenhagen East, Denmark

mthorup@diku.dk

Abstract

Chen,Grigni, andPapadimitriou (WADS’97 andSTOC’98)
have introduced a modified notion of planarity, where two
faces are considered adjacent if they share at least one point.
The corresponding abstract graphs are called map graphs.
Chen et.al. raised the question of whether map graphs can be
recognized in polynomial time. They showed that the decision
problem is in NP and presented a polynomial time algorithm
for the special case where we allow at most 4 faces to intersect
in any point — if only 3 are allowed to intersect in a point, we
get the usual planar graphs.

Chen et.al. conjectured that map graphs can be recognized
in polynomial time, and in this paper, their conjecture is settled
affirmatively.

1. Introduction

Recently Chen, Grigni, and Papadimitriou [4, 5] suggested
the study of a modified notion of planarity. The basic frame-
work is the same as that of planar graphs. We are given a set of
non-overlapping faces in the plane, each being a disc homeo-
morphism. By non-overlapping, we mean that two faces may
only intersect in their boundaries. The plane may or may not
be completely covered by the faces. A traditional planar graph
is obtained as follows. The vertices are the faces, and two
faces are neighbors if their intersection contains a non-trivial
curve. Chen et.al. [4, 5] suggested simplifying the definition,
by saying that two faces are neighbors if and only if they in-
tersect in at least one point. They called the resulting graphs
“planar map graphs”. Here we will just call themmap graphs.
Note that there are non-planar map graphs, for as illustrated
in Figure 1, map graphs can contain arbitrarily large cliques.
We shall refer to the first type of clique as a flower with the
petals intersecting in a center. The second is a hamantash
based on three distinct corner points. Each of the three pairs
of corner points is connected by a side of parallel faces. In

Most of this work was done while the author visited MIT.
Chen et.al. called flowers for pizzas, but “flower” seems more natural.

Figure 1. Large cliques in maps

addition, the hamantach may have at most two triangle faces
touching all three corners. In [5] there is a classification of
all the different types of large cliques in maps. Chen et.al. [5]
showed that recognizing map graphs is in NP, hence that the
recognition can be done in singly exponential time. However,
they conjectured that, in fact, map graphs can be recognized in
polynomial time. They supported their conjecture by showing
that if we allow at most 4 faces to meet in any single point, the
resultingmap graphs can be recognized in polynomial time. In
this paper, we settle the general conjecture, showing that given
a graph, we can decide in polynomial time if it is a map graph.
The algorithm can easily be modified to draw a corresponding
map if it exists.

Map coloring It should be noted that coloring of map graphs
dates back to Ore and Plummer in 1969 [8], that is, theywanted
to color the faces so that any two intersecting facesgot different
colors. For an account of colorful history, the reader is referred
to [7, 2.5]. In particular, the history provides an answer to a
problem of Chen et.al. [5]: if at most 4 facesmeet in any single
point, canwe color themapwith 6 colors? It is straightforward
to see that the resulting graphs are 1-planar, meaning that they
can be drawn in the plane such that each edge is crossed by at
most one other edge. Already in 1965, Ringel [9] conjectured
that all 1-planar graphs can be colored with 6 colors, and this
conjecture was settled in 1984 by Borodin [2], so the answer
to Chen et.al.’s problem is: yes.

Map metrics The shortest path metrics of map graphs are
commonly used in prizing systems, where you pay for cross-

n120

Exceptions.
独Some exponential algorithms are fast in practice 

because worst-case inputs don’t occur.
独“Galactic” poly-time algorithms.


