
Analysisof Algorithms

How does an algorithm scale w/
increasing in put size ?
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Today
:#primitive operations alg uses

asymptotic volation intuition

exponent/logantum rules
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How many primitive operations does Alg]use on input of size n ?

Assume 1 primitive op for :

- basic arithmetic +, - , *, /

- variable assignment
- variable retrieval
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properties of logantums
:

logy xy = logb X + logbY

logb = logyX- logby

logyX" = ylogb X

logbX=


